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I N A U G U R A L E  S P E E C H

Prof. J. N. Moorthy, director of the Indian Institute of Science Education and Research,

Thiruvananthapuram, will be giving the opening remarks for the first international workshop

on “HPC in Science and Engineering” . Prof. Moorthy has been heading the institute as a

director since April 2019, under whom the institute has undergone immense development.

He is an organic chemist with interests in areas that include organic photochemistry,

supramolecular chemistry, organic materials and mechanistic organic chemistry.

 

https://www.iisertvm.ac.in/pages/director

https://www.iisertvm.ac.in/pages/director


Prof. David Keyes Director, Extreme Computing

Research Center, KAUST

As CFD enters the exascale era, algorithms must span a widening gap between ambitious

applications and austere architectures. Applications are ambitious in many senses: large

physical space, phase space or parameter dimensions; resolution of many scales of space

and/or time; high fidelity modeling; linking together of multiple complex models; and

placement of “forward problems” inside outer loops for inversion, assimilation, optimization,

control, or learning. Architectures are austere in several senses, chiefly: low memory per

core, low memory bandwidth per core, and low power per operation, which leads to using

lower numerical precision where possible and many slower rather than fewer faster cores.

Algorithms must adapt to span this gap especially by means that lead to less uniformity and

less predetermined schedulability of operations. Otherwise, exascale computers will be

limited to petascale performance. We present fifteen universals for researchers in scalable

solvers and some innovations that allow to approach lin-log complexity in storage and

operation count in some important algorithmic kernels, with controllable loss of accuracy, by

exploiting hierarchy and data sparsity.

Personal Website: https://www.kaust.edu.sa/en/study/faculty/david-keyes

 

S C A L A B L E  S O L V E R S  F O R  C S E :

U N I V E R S A L S  A N D  I N N O V A T I O N S

https://www.kaust.edu.sa/en/study/faculty/david-keyes


Prof. Peter Bastian Head of Parallel computing

group, University of Heidelberg,

Germany

The talk starts by pointing out the challenges when using high-performance

computers for finite element computations. The focus will be on node-level

performance. Then two approaches will be addressed in the light of these challenges.

The first method uses high-order matrix-free finite elements to increase compute

intensity and achieve a substantial fraction of peak performance of modern CPUs. The

second method addresses the issue of robustness of parallel iterative solvers with

respect to coefficient variations in the PDE. Here a new multilevel coarse space based

on hierarchical domain decomposition will be presented. The method allows rigorous

convergence bounds confirmed by numerical experiments.

 

Personal website: https://conan.iwr.uni-heidelberg.de/people/peter/

T R E N D S  I N  H I G H -P E R F O R M A N C E

F I N I T E  E L E M E N T  S I M U L A T I O N S

https://conan.iwr.uni-heidelberg.de/people/peter/


Prof. Edoardo Di

Napoli

Head of the SimLab Quantum

Materials, Institute for Advanced

Simulation (IAS) and Jülich

Supercomputing Centre (JSC),

Germany

Nowadays, parallel computing architectures trend towards more powerful and beefy heterogeneous nodes with a large

number of multi- and many-cores. Therefore, what is required is an efficient way of executing parallel computations

that exploits the computing resources both within and across the computing nodes. Most simulation software relies on

parallel and optimized numerical algorithms to extract performance from such computing platforms. Traditionally, there

were two possible path: make use of black boxes numerical libraries (e.g. ScaLAPACK) or implement numerical kernels

specifically tailored and deeply embedded into the simulation software. In both cases, numerical implementations have

hard time to keep up with the hardware evolution and exploit parallelism both at the small and large scale. In this talk

we illustrate the existing paradigm with its advantages and shortcomings and eventually explain an emerging hybrid

approach characterized by three main elements: 1) exploitation of existing knowledge from the domain application,   

 2) large scale parallelism through communication optimization, and  3) small scale parallelism based on the use of

highly optimized libraries at the node level. Several examples drawn from Condensed Matter Physics will be used to

explain and clarify the role and importance of these three elements.

 

Personal website: https://www.fz-juelich.de/SharedDocs/Personen/IAS/JSC/EN/staff/di_napoli_e.html

C H A S I N G  T H E  H A R D W A R E  E V O L U T I O N :  G O A L S ,

C H A L L E N G E S  A N D  P E R S P E C T I V E S  I N  H I G H -

P E R F O R M A N C E  A N D  P A R A L L E L  C O M P U T I N G .

https://www.fz-juelich.de/SharedDocs/Personen/IAS/JSC/EN/staff/di_napoli_e.html


Prof. Martin Head-

Gordon
Department of Chemistry,

University of California, Berkeley,

USA

Density functional theory (DFT) is the most widely used electronic structure theory,

with broad applications in chemistry, materials science, condensed matter physics,

and elsewhere. Crucial to its future is the problem of designing functionals with

improved predictive power. I shall describe a new approach to functional design,

“survival of the most transferable”, and show how the resulting functionals offer

greatly improved accuracy relative to existing functionals of a given class. As a

counterpoint to this vital numerical development, I will describe a new energy

decomposition analysis (EDA) approach to obtaining physical insight into DFT

calculations of chemical bonds and non-bonded molecular interactions. I will present

several examples, such as the triplex between vinyl alcohol radical cation,

formaldehyde and water, which is a rearranged form of the glycerol radical cation. I

will also use the EDA to explore the origin of the chemical bond, a question that is still

controversial.

Personal website : https://chemistry.berkeley.edu/faculty/chem/martin-head-gordon

R E C E N T  D E V E L O P M E N T S  I N  D E N S I T Y

F U N C T I O N A L  T H E O R Y :  F R O M  N E W  F U N C T I O N A L S

T O  T H E  N A T U R E  O F  T H E  C H E M I C A L  B O N D

https://chemistry.berkeley.edu/faculty/chem/martin-head-gordon


Prof. Bertrand

Llorente Cancer Research Center of Marseille

(CRCM), CRNS, France

Genetics underwent a revolution during the first decade of the 21st century through

the advent of Next generation DNA sequencing. Most questions initially addressed at

the gene level can now addressed at the genome level, which requires high

computation capacities. This holds true for the study of meiotic DNA recombination,

the DNA repair process that promotes the shuffling of parental genomes and ensures

proper gamete formation during sexual reproduction. Here, I will show through two

main examples how NGS based approaches helped to understand better the

mechanism of meiotic DNA recombination and its evolution using budding yeasts as

models.

Personal website: https://www.crcm-marseille.fr/en/teams/research-teams/

M E I O T I C  R E C O M B I N A T I O N  I N

B U D D I N G  Y E A S T  A N D  T H E

I M P O R T A N C E  O F  B I O I N F O R M A T I C S

https://www.crcm-marseille.fr/en/teams/research-teams/


Prof. Heather J.

Kulik Department of Chemical Engineering,

MIT

Many compelling functional materials and highly selective catalysts have been discovered that are defined by

their metal-organic bonding. The rational design of de novo transition metal complexes however remains

challenging. First-principles (i.e., with density functional theory, or DFT) high-throughput screening is a promising

approach but is hampered by high computational cost, particularly in the brute force screening of large numbers

of ligand and metal combinations. In this talk, I will outline our efforts to accelerate the design of mid-row, open

shell transition metal complexes for catalysis and materials science applications. I will describe how our

automated toolkit, molSimplify, has evolved over the past few years to include data fidelity checks and prediction,

active learning and multi-objective optimization, and improved uncertainty quantification metrics. I will describe

how this powerful toolset has advanced our understanding of metal-organic bonding in materials far-ranging from

functional spin crossover complexes to open-shell transition metal catalysts and metal-organic frameworks by

enabling the rapid screening of millions of candidate molecules and by revealing robust design rules in weeks

instead of decades that traditional high-throughput screening would have required.

 

Personal website: https://cheme.mit.edu/profile/heather-j-kulik/

 W H A T  C A N  M A C H I N E  L E A R N I N G  D O

T O  A C C E L E R A T E  T H E  D E S I G N  O F

C A T A L Y S T S  A N D  M A T E R I A L S ?

https://cheme.mit.edu/profile/heather-j-kulik/


19:10 — 19:30 Tea break

19:30 — 20:15

20:20 — 21:05 Martin Head-Gordon (Uni California, USA) Title: Recent developments in density functional theory: From new

functionals to the nature of the chemical bond

09.30 — 12:30 Hands-on session – Organized by HPE and NVIDIA

Heather J. Kulik (MIT, USA)  Title: What can machine learning do to accelerate the design of catalysts and

materials?

18:20 — 19:05 Bertrand Llorente (CNRS, France)  Title: Meiotic recombination in budding yeast and the importance of

bioinformatics

17:30 — 18:15 Edoardo Di Napoli (Jülich Supercomputing Centre, Germany )  Title: Chasing the hardware evolution: Goals,

challenges and perspectives in high-performance and parallel computing.

17:10 — 17:30 Tea break

16:20 — 17:05 Peter Bastian (Uni Heidelberg, Germany)   Title: Trends in High-performance Finite Element Simulations

15:30 — 16:15 David Keyes (KAUST & Columbia University, USA)  Title: Scalable Solvers for CSE: Universals and Innovations

15:20 — 15:30 Inaugural speech by Prof. J. N. Moorthy (Director, IISER TVM)

15:15 — 15:20 Opening

SCHEDULE
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Dr. Anil Shaji  (School of Physics, IISER TVM)

Dr. Nagaiah Chamakuri  (School of Mathematics, IISER TVM)

Dr. Nishant K. T.  (School of Biology, IISER TVM)

Dr. R. S. Swathi  (School of Chemistry, IISER TVM)

Dr. Tuhin Subhra Maity   (School of Physics, IISER TVM)
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